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Abstract. Process mining studies ways to use event data generated by
information systems to understand and improve the business processes
of organizations. One of the core problems in process mining is process
discovery. A process discovery algorithm takes event data as input and
constructs a process model that describes the processes the system that
generated the data can execute. The discovered model, hence, aims to
represent both historical processes with traces in the data and the yet
unseen processes of the system (total generalization). In this paper, we
introduce process forecasting as an alternative approach to process dis-
covery. First, given historical event data, the corresponding future event
data is forecasted for a requested period in the future (event data fore-
casting). Then, a process model is constructed from the forecasted data
to describe the processes the system is anticipated to execute during the
target future period (process model forecasting). The benefits of this al-
ternative approach are at least twofold. Firstly, it divides the problem
into two fundamentally different sub-problems that can be studied and
mastered separately. Secondly, a forecasted model that describes the pro-
cesses of the system from a given period rather than in general (tailored
generalization) can help organizations plan future operations and process
improvement initiatives.

Keywords: Process mining · Process forecasting · Process model fore-
casting · Event log forecasting.

1 Introduction

Through studying the event log generated by organization information systems,
process mining bridges the gap between data science and process science. Process
mining can be used to identify process bottlenecks and noncompliance during the
process execution to improve the process using its visual representations, such as
Directly-Follows Graphs (DFGs), Petri Nets, and Process Trees [2]. These mod-
els are abstractions of the processes they represent, where event logs collected
through a software system are used as the input for generating the models. This
approach of transforming event logs into process models is also known as process
discovery, a sub-field of process mining.

With the business demand for prediction of the future and the prospering
of machine learning in recent years, researchers have started a trend of pre-
dicting process elements. For example, Cardoso, J., and Lenič, M. [5] proposed



an approach to business activity prediction. A line of research has focused on
predicting time aspects in processes [3]. Existing techniques, however, focus on
predicting case-level process elements, with the prerequisite that a process case
has executed a few activities [22]. Very little research has focused on forecasting
future process models. With the concept being proposed by Poll et. al. [15], one
technique has been devised to forecast future process models [6,7].

A discovered process model aims to describe both the historical traces of the
system found in the input event log and the unseen traces of the system that
generated the data. Such total generalization of the discovered models helps to
understand the system that generated the data. However, it is less useful for
business planning, as it does not relate the described traces to the period when
the system is expected to execute them. If one can get in possession of a process
model or an event log that accurately describes the processes the system will
execute in a given period in the future, they can use this knowledge to plan future
operations or prepare for upcoming process drifts. In this paper, we introduce
process forecasting as an alternative approach to process discovery that, given
historical data, aims to construct event data or process models that describe
future processes, hence implementing such a tailored generalization over the
input data. Specifically, this paper makes these contributions:

– Definitions of event data and process model forecasting problems;

– Comparison of existing techniques for forecasting of process elements;

– Discussion of the challenges posed by process forecasting.

The next section presents the terms and background knowledge that supports
the understanding of the subsequent sections. Section 3 discusses related work
and compares the differences between process forecasting and other prediction
techniques proposed by the Business Process Management (BPM) community.
Section 4 presents event data forecasting and process model forecasting and dis-
cusses ideas for tackling these problems. Finally, Section 5 concludes the paper.

2 Preliminaries

Event Logs. In process mining, an event log, or a log, is a collection of events
executed and recorded during the execution of multiple instances, or cases, of
a business process. At least three compulsory attributes are recorded for each
event: activity, case identifier (case ID), and timestamp [2]. Other common event
attributes include cost, duration, and resource. The availability of these addi-
tional attributes depends on a particular dataset. The activity attribute refers to
the executed activity that triggered the event. The timestamp attribute records
the time of the occurrence of the event. Finally, all activities from the same
business process instance share the same case ID attribute. In this paper, we
use trace to refer to the sequence of activities that stem from the events with
the same case ID ordered by the timestamps of these events.



Process Model. A business process model, or a process model, is an abstrac-
tion of a running business [17]. There are different levels of abstraction for con-
structing a process model. Process models at different levels of abstraction serve
different purposes, such as understanding the true process compared to the de-
signed ideal process and improving the process. A common way to construct a
true process model is by using event logs collected from the running business
software systems.

Process Discovery. Process discovery is a problem in process mining that
studies ways to construct process models from historical traces recorded in an
event log of a system [1]. A good discovered model should describe the traces
in the event log (good recall), not describe traces not in the event log (good
precision), be as simple as possible, and capture the traces the system can gen-
erate but are not in the event log (good generalization) [4]. By describing process
traces of the system beyond those in the event log, the constructed process model
encodes possible future traces of the system.

Process Simulation. Process simulation, especially business process simula-
tion, involves creating a model that mimics the operations of a hypothetical
business and analyzing its properties [16]. Process simulation can be used for
various purposes, such as optimizing resource allocation, identifying bottlenecks,
testing alternative scenarios, and assessing the impact of process variations. It
is often used to evaluate and compare alternative process redesign solutions.

Process Drift Detection. Process drift in the business process context is
a change in the operations of the business process, including sudden, reoccur-
ring, incremental, and gradual changes [23]. These changes are identified using
dedicated detection algorithms that incorporate the ability to predict future op-
erations given the current data or identify the point of drift as soon as possible
while minimizing false positives.

Predictive Process Monitoring. Predictive Process Monitoring (PPM) [14]
focuses on case- or micro-level predictions; examples of the main use cases include
outcome prediction, next activity prediction, and process duration prediction.
PPM, as in all the listed examples, often operates within the scope of a single
process case.

Process Forecasting. Process Forecasting is an umbrella term for predictions
of process elements [15]. In this paper, the term process forecasting is used to
refer to the problem of forecasting macro-level process elements, such as process
models and event logs.

3 Related Work

In this section, we summarize works in process mining that tackle prediction
tasks and discuss the differences between these existing works and our work.



Specifically, we review works in process discovery, process simulation, process
drift detection, PPM [14], and process forecasting.

A discovered model encodes the historical event log as well as possible while
also being simple and general to reflect the possible future traces. The benefits
of process discovery are speed and diversity. It usually takes a relatively short
time to construct a model from a large event log. In addition, many configu-
ration parameters can be explored to discover models of different complexities
and accuracies. The downsides are mainly two. First, process discovery is not
specifically designed for prediction tasks. Second, there is no specific guideline
for discovery to anticipate the future; in other words, how much generalization
in discovered models is good enough is unclear.

Like process discovery, process simulation can be used for different purposes.
It is often used in what-if analysis. For example, one may use process simulation
to analyze ”What is the extra cost and time if activity B is introduced between
activities A and C.” Process simulation can predict and evaluate the impact
of changes, improvements, or disruptions without affecting the actual system.
Nevertheless, the simulation system may depend on the quality of the discovered
models, and hence, it inherits the downsides of the discovery algorithms.

Process drifts refer to changes in the way a business process is executed or
in the environment in which it operates, leading to deviations from the expected
or desired behavior [23]. Process drift analysis can inform process improvement
initiatives, regulatory compliance efforts, and strategic decision-making. Identi-
fying and addressing business process drift can improve operational efficiency,
compliance with regulations, and customer satisfaction. It can also enable or-
ganizations to proactively respond to changing market conditions and emerging
risks. One can use process drift detection techniques to analyze frequent drift
patterns and predict the next drifts by projecting historical drifts into the future.

The vast majority of PPM techniques take historical event logs as input and
learn models that encode possible process traces/cases. Then, the newly lodged
process case is monitored, and the prefix of that case observed so far is used
to generate predictions for that particular case. The benefit of PPM is that the
prediction for a particular case can often be made in real-time, and the newly
observed data can be used immediately to update the learned models to improve
future predictions. PPM techniques are often deployed before they get used
to allow sufficient training before the techniques get productive. The state-of-
the-art PPM techniques often demonstrate high prediction accuracy [3,13,19,20]
and are grounded in conventional statistical and process analysis techniques,
while several existing works also explore deep learning approaches [9,8,10,19].
As mentioned in Section 2, PPM operates within the micro-, or case-, level. In
contrast, Process Forecasting, including process model forecasting and event log
forecasting, focuses on the model-, or macro-, level predictions.

Process Forecasting studies changes in process models over time. The concept
was proposed in 2018; since then, only a few techniques have been proposed.
The work by De Smedt et. al. [6,7], explores how statistical methods over time
series help in forecasting the directly-follows relationships of real-life business



Table 1: Comparison of process prediction/forecasting techniques.
Techniques Use cases Pros Cons

Process Discovery Discover process
models from event
data

Simple, diverse,
often fast

Unclear
generalization level
for prediction

Process Simulation Evaluate business
redesigns

Cost-effective Prediction is
scenario-based

Process Drift
Detection

Detect process
changes

Optimized for
change detection

Limited to change
detection

Predictive Process
Monitoring

Predict case-level
process elements

Prediction accuracy,
diverse techniques,
supports prediction
of multiple process
elements

Limited to case-level
predictions

Process
Forecasting

Predict macro-level
process elements

Specialized for
prediction

Can be complex

processes. The lesson learned from this work is that no method works well across
all datasets. However, the quality of achieved forecasts can enable proactive
business process planning, including process drift and change predictions.

Table 1 summarizes the advantages and disadvantages of the above-discussed
approaches.

4 Process Forecasting

This section presents two problems in process forecasting: event log forecast-
ing and process model forecasting. Figure 1 schematically shows the contexts of
the two problems. Given an event log, process model forecasting (Fig. 1a) con-
structs process models that describe the processes the system that generated the
input log will execute in a given period in the future, while event log forecasting
(Fig. 1b) generates future event logs of the system for the requested period. For
instance, process model forecasting can proceed in two steps. First, a process
model can be discovered, or a future event log can be forecasted from the in-
put event log. Then, the obtained artifacts can be used to induce a forecasted
process model. Event log forecasting, in turn, aims to generate future event logs
directly from the input log. One can then use a forecasted event log to construct
a forecasted model, for instance, using process discovery techniques.

4.1 Process Model Forecasting

Given an event log of a system and a time period, the process model forecasting
problem consists of constructing a process model that accurately describes the
processes the system will generate in the given period. A solution to the process
model forecasting problem can involve a process discovery from the log and then



the use of the discovered model constructs to anticipate the constructs in the
forecasted model. For example, one can break the event log into multiple time
windows, discover process models for the different windows, and then project the
trend in observed model constructs into the future. Smedt et al. [6] demonstrated
that this approach could result in useful forecasted models. Depending on the
employed abstraction level, one can operationalize this approach using time series
forecasting.

4.2 Event Log Forecasting

Given an event log and a period in the future, the event log forecasting problem
studies ways to generate an accurate log that the system that generated the input
log will generate in the given period. If one succeeds in forecasting the genuine
future log, they can prepare to support the corresponding process, for instance,
by planning sufficient resources to ensure successful operations. As indicated in
Fig. 1b, this approach deals with historical event logs directly. Given a forecasted
event log, one can then construct multiple models that aim to represent this
log. To this end, one can employ different discovery techniques. Such discovered
models, if faithfully describing the forecasted log, can be accepted as forecasted
process models. Event logs contain more information than process models, as
they constitute the raw data, while models can be seen as aggregations of the
data. Finally, if there are missing entries in the historical event log, the forecasts
can be available for those fields for better process analysis and planning.

Despite the advantages described above, event log forecasting is associated
with challenges. To generate an accurate forecasted event log, sophisticated tech-
niques such as deep learning may be required, which may be costly in terms of
resources and time required for training. Yet, there has been no successful demon-
stration that deep learning is indeed helpful for event log forecasting. Additional
challenges include a lack of appropriate measurements for the forecasted results,
as it may be insufficient to compare the forecasted log to ground truth on a

(a) (b)

Fig. 1: Contexts of (a) process model forecasting and (b) event log forecasting.



Fig. 2: Process forecasting and process discovery.

trace-by-trace basis. In addition, if a forecasted log is aggregated as a forecasted
model for evaluation, the effect of the discovery algorithm on the forecasting
results may be unknown.

Fig. 2 illustrates a hypothetical process forecasting pipeline and its relation-
ship to process discovery. The upper branch describes an event log forecasting
approach grounded in a deep learning technique, while the bottom branch cap-
tures the conventional process discovery steps. A potential benefit of using deep
learning techniques for event log forecasting is that the problem can fit into the
current deep learning architectures, such as Seq2Seq [18] and transformer [21].
The success of Large Language Models (LLM) [11] has proved that the archi-
tecture is capable of handling sequence forecasting and generation tasks. Similar
to LLM, the BPM community explores ways to build a Large Process Model
(LPM) to solve forecasting problems [12]. However, such models are associated
with challenges. Specifically, LLM suffers from long training time, and the train-
ing outcome is not guaranteed. In addition to that, it also consumes significant
computing resources to build a model. Similar challenges will likely manifest if
these models are used to solve the event log forecasting problem.

5 Conclusion

This paper presents and discusses problems of event data and process model
forecasting, which are alternative approaches to process discovery studied in
process mining that aim to construct artifacts that describe processes of the
system for a specified period in the future. It is envisaged that accurate solutions
to these problems will support organizations in planning their future operational
processes. Several ideas for solving these new problems are discussed, pointing
to deep learning models as a promising approach for tackling them.
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